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Abstract

It is well known that confluence and strong normalization are preserved when combining
left-linear algebraic rewriting systems with the simply typed lambda calculus. It is equally well
known that confluence fails when adding either the usual extensional rule for η, or recursion
together with the usual contraction rule for surjective pairing.

We show that confluence and normalization are modular properties for the combination
of left-linear algebraic rewriting systems with typed lambda calculi enriched with expansive
extensional rules for η and surjective pairing. For that, we use a translation technique allowing
to simulate expansions without expansion rules. We also show that confluence is maintained
in a modular way when adding fixpoints. This result is also obtained by a simple translation
technique allowing to simulate bounded recursion with β reduction.

1 Introduction

Confluence and strong normalization for the combination of lambda calculus and algebraic rewriting
systems have been the object of many researches [BT88, JO91, BTG94, HM90], where the mo-
dularity of these properties is studied. However, the lambda calculus under consideration cannot
be equipped with extensional rules (notably η) since confluence immediately fails as the following
example shows:

Example 1.1 Take a single algebraic rule fx
alg
−→a where f and a are algebraic symbols. Then the

following diagram cannot be closed:

f
η
←−λx.fx

alg
−→λx.a

On the other side, there is some recent increasing interest on a different computational inter-
pretation of the extensional axioms, which are turned into conditional expansion rules instead of
contractions (see [Aka93, Dou93, DCK94b, Cub92, JG92]). For example, the η equality is turned
into the rule

M
η
−→λx.Mx if M : A→ B, M is not a λ-abstraction and M is not applied

With this expansionary interpretation the previous counterexample simply goes away as it becomes
f−→λx.fx−→λx.a. It is then quite legitimate to ask if it is possible to recover the confluence
property when combining confluent algebraic rewriting systems with the typed lambda calculus
and expansive extensional rules, and moreover to ask whether this property can be derived in a
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modular way. Notice that these conditional expansion rules do not fit even into the very general
framework of [JO91], where higher-order variables are not allowed as left-hand sides of rules. It is
to be noticed that, if we just want to get rid of the specific counterexample above, without using
expansion rules, there is also the possibility to state that an algebraic term f alone is not a well
formed term if it has not a base type. While this approach can also lead to a confluent system, as
shown by [?], it is important to consider that the expansional reading of extensional rules was not
born just for handling the counterexample above, but to solve many different problems (like the
ones posed by the combination with the terminal type, or the fixpoint operators): all work done
using η as a contraction will inevitably be confronted with the same unsormontable difficulties as
soon as

Another natural question also arises when taking into consideration fixpoint operators: when-
ever we want to show confluence in the presence of fixpoints, we usually resort to the very same tech-
nique of labeled reductions originated from Lévy’s work on the untyped lambda-calculus [Lév76],
that is really not modular. Furthermore, it has already been shown that fixpoint are compatible
with expansion rules for surjective pairing [DCK94b, Dou93], while recursion together with the
(SP )-axiom oriented as a contraction rule cause confluence to fail [Nes89]. It is quite reasonable
to ask again for a more friendly proof technique based on modular properties, possibly capable of
handling conditional expansion rules.

In this paper we answer positively to these questions: confluence and normalization are modular
properties when combining left-linear algebraic rewriting systems with typed lambda calculi featur-
ing extensional rules, and confluence can be modularly derived when adding fixpoints, even in the
presence of conditional expansion rules. We adapt the simulation technique developed in [DCK94b]
for an extensional typed lambda calculus with expansion rules, in such a way that confluence and
strong normalization in presence of extensionality are both reduced to the already known confluence
and strong normalization properties of the system without extensionality.

For the fixpoint combinators we adopt also a similar technique: the confluence property of
any left-linear reduction system with fixpoints is reduced to the confluence of the system without
fixpoints. We also show how to extend this result to the expansive interpretation of extensional
rules: they do not fit into the general definition of a left-linear reduction system because they are
conditional rules, and must be handled separately.

The paper is logically divided into two main sections: we first show how the combination of left-
linear algebraic rewriting systems with the typed lambda-calculus preserves strong normalization
and confluence even with expansion rules for η and surjective pairing, then we present a general
technique for handling fixpoint combinators, even in the presence of expansion rules. These two
results will give us the full picture: left-linear algebraic rewriting systems and fixpoint combinators
can be added preserving confluence to the extensional simply typed lambda calculus, while fixpoint
can be added preserving confluence to any left-linear reduction system containing β-reduction and
possibly expansion rules.

These results provide a simple, clean and powerful way of incorporating extensionality into a
higher order language with algebraic data types, and have clearly immediate application in the
field of automated theorem proving, by providing a simple way of deciding extensional equality
that does not rely on ad-hoc normalization strategies as it is done in previous works.

2 Basic definitions

We first recall the standard definitions concerned with algebraic rewriting systems and extensional
typed lambda calculus with pairs. We also fix the notations for the different reduction relations.

Definition 2.1 (Signature) A signature Σ = 〈T ,F ,D〉 consists of



• A set T of base types.

• A set F of function symbols

• A set D of declarations of the form f : α1 → . . .→ αn → α, where f ∈ F , α1, . . . , αn, α ∈ T
and n ≥ 0. We say that n is the arity of f .

We assume the sets F and T to be disjoint and we require every functional symbol in F to have
exactly one declaration in D. From now on, we suppose the signature Σ to be fixed.

Given a signature Σ, we define the set of types of our calculus by the following grammar:

A ::= ξ | A×A | A→ A

where ξ ranges over the set of base types.
Variables and constants are typed by the following axioms:

x1 : A1, . . . , xn : An ⊢ xi : Ai (1 ≤ i ≤ n)
x1 : A1, . . . , xn : An ⊢ f : A if f : A is in the signature

where the xj ’s are pairwise distinct.

And terms are typed by the following rules:

Γ, x : A ⊢M : B

Γ ⊢ λx : A.M : A→ B

Γ ⊢M : A→ B Γ ⊢ N : A

Γ ⊢ (MN) : B

Γ ⊢M1 : A1 Γ ⊢M2 : A2

Γ ⊢ 〈M1,M2〉 : A1 ×A2

Γ ⊢M : B1 ×B2

Γ ⊢ π1(M) : B1

Γ ⊢M : B1 ×B2

Γ ⊢ π2(M) : B2

Definition 2.2 (Algebraic Term) A term is algebraic if it is either a variable of base type or
has the form f T1 . . . Tn, where f ∈ F has arity n, and every Ti is an algebraic term. Note that an
algebraic term is always of base type according to our definition.

Definition 2.3 (Algebraic rewriting system) An algebraic rewriting rule is an ordered pair
(L,R) of algebraic terms such that L is not a variable, and every variable of R appears also in L.
An algebraic rewriting system R is a finite set {(Li, Ri)}

n
i=1 of algebraic rewriting rules.

Definition 2.4 (Left-linear rewriting system) A rewriting system is left linear if no variable
occurs in the left-hand side of the same rule more then once.

We note FV (M) the set of free variables of the term M . We write [N/x] for the typed substi-
tution mapping each variable xi : Ai to a term Ni : Ai and M [N/x] for the term M where each
variable xi free in M is replaced by Ni.

Definition 2.5 (Algebraic reduction) The algebraic reduction between terms is a binary rela-

tion
R
−→ , defined in such a way that C[T ]

R
−→ C[H] if and only if there exists a substitution θ and

a rule (L,R) ∈ R such that T = θ(L) and H = θ(R).

We identify terms up to α-conversion and we consider the following set of elementary rules:



(β) (λx : A.M)N
β
−→M [N/x]

(πi) πi〈M1,M2〉
πi−→Mi, for i = 1, 2

(δ) M
δ
−→ 〈π1(M), π2(M)〉, if

{

M : A×B
M is not a pair

(η) M
η
−→ λx : A.Mx, if







x 6∈ FV (M)
M : A→ C
M is not a λ− abstraction

Definition 2.6 (Relation =⇒ ) The one-step reduction relation between terms, denoted =⇒ ,
is defined as the closure of the reduction rules β, η, π1, π2, δ for all the contexts except application
and projection, i.e:

• If M =⇒M ′, then MN =⇒M ′N except in the case M
η
−→M ′

• If M =⇒M ′, then πi(M) =⇒ πi(M
′) except in the case M

δ
−→M ′

Notation 2.7 The transitive and the reflexive transitive closure of =⇒ are noted =⇒+ and =⇒∗

respectively.

We use
B
=⇒ to denote the reduction relation =⇒ without extensional rules, and

E
=⇒ to

denote the relation =⇒ with only extensional rules.

Definition 2.8 We denote by ❀ the reduction relation =⇒ ∪
R
−→ , by ❀B the relation

B
=⇒ ∪

R
−→ and by ❀E the relation

E
=⇒ ∪

R
−→ .

We use the standard notions of substitutions, reduction, confluence, normalization, etc from
the theory of rewriting systems.

3 Modularity of confluence and strong normalization

We know from [BT88, BTG94] that combining the non-extensional simply typed lambda calculus
(even with pairs) with a left-linear confluent algebraic rewriting system preserves confluence. On
the other hand, this combination yields a strongly normalizing system when the algebraic one is.

We use here these very same results to show that the restriction to non-extensional lambda
calculus can be raised when using expansion rules.

3.1 An overview of the proof technique

To do so, we use a technique originally developed in [DCK94b] for a specific typed lambda calculus
with expansion rules, that is general enough to be applied in this context. For that, we define a
translation ◦ from our calculus into itself satisfying the following property:

• Any reduction step M❀N can be simulated by a reduction sequence M◦
❀

+

BN
◦

• The translation is the identity on the (η, δ)-normal forms

The first property (called simulation ) is sufficient to show that strong normalization is preserved
when adding expansion rules, while both properties allow to derive the preservation of confluence.



Proposition 3.1 (Normalization via translation) Given two reduction relations R, S on a

given set of terms, and a translation s.t. any reduction step
R∪S
−→ can be simulated by a reduction

S
−→+, then if S is strongly normalizing, also R ∪ S is strongly normalizing.

Proof. Straightforward since any infinite reduction sequence of R ∪ S can be turned via simu-
lation into an infinite reduction of S, leading to a contradiction with the hypothesis.

Proposition 3.2 (Confluence via translation) Given two reduction relations R, S on a given
set of terms, and a translation ◦ s.t.

• Any reduction step M
R∪S
−→ N can be simulated by a reduction M◦ S

−→+N◦

• The translation is the identity on the R normal-forms

then if S is confluent and R is weakly normalizing, R ∪ S is confluent.

Proof. The following picture shows how to close any diagram of R ∪ S:

P1

R∗
> P1 ≡ P1

◦

�
�
�

R ∪ S∗ �
�
�✒

�
�
� S∗
�
�
�✒ ❅

❅
❅

S∗ ❅
❅
❅❘

M ····· · ······················· M◦ Q

❅
❅
❅

R ∪ S∗ ❅
❅
❅❘

❅
❅
❅ S∗
❅
❅
❅❘ �

�
�

S∗ �
�
�✒

P2

R∗
> P2 ≡ P2

◦

The dotted line pinpoints the first translation step from M to M◦, while Pi is any R-normal
form of Pi.

The weak normalization property for R ensures the existence of the R normal forms P1 and
P2. Of course, in case S is strongly normalizing such hypothesis on R can be derived from the
simulation property, and is then superfluous. The link between the outer and inner diagrams can
be done by the second property since translation does not affect R normal forms. Finally, the inner
diagram can be closed by the confluence property of the reduction relation S.

We exhibit now a translation with these properties from ❀ into ❀B so that the desired mod-
ularity result can be derived from the above proposition.

3.2 Translating the extensional rules

In this section we show that confluence and strong normalization are modular properties of the
combination of left-linear algebraic rewriting systems with the extensional typed lambda calculus
with pairing based on expansion rules. We first define a translation of terms mapping our calculus
into itself such that for every possible reduction in the original system from a term M to another
term N , there is a reduction sequence from the translation of M to the translation of N , that is
non empty and does not contain any expansion. We show in this way how the calculus without
expansions can be used to simulate the calculus with expansions. For a detailed discussion about
the following translation we refer the reader to [DCK94b].



Definition 3.3 (Translation for expansions) To every type C we associate a term, called the
expansor of type C and denoted ∆C , defined by induction as follows:

∆A→B = λx : A→ B.λz : A.∆B(x(∆Az))
∆A×B = λx : A×B.〈∆A(π1(x)),∆B(π2(x))〉
∆A is empty, in any other case

We then define a translation M◦ for a term M : A as follows1:

M◦ =

{

M◦◦ if M is a λ-abstraction or a pair
∆k

AM
◦◦ for any k > 0 otherwise

where ∆k
AM denotes the term (∆A . . . (∆A

︸ ︷︷ ︸

k times

M) . . .) and M◦◦ is defined by induction as:

x◦◦ = x f◦◦ = f
〈M,N〉◦◦ = 〈M◦, N◦〉 (λx : B.M)◦◦ = λx : B.M◦

πi(M)◦◦ = πi(M
◦◦) (MN)◦◦ = (M◦◦N◦)

We can show by induction on the structure of terms that translation preserves types and leave
unchanged terms when expansions are not possible.

Lemma 3.4 If Γ ⊢M : A, then Γ ⊢M◦ : A.

Proof. By induction on the structure of M ; see [DCK94b] for details.

Lemma 3.5 (Translation and normal forms) If M is in (η, δ)-normal form, then M◦ = M .

Proof. By induction on the structure of M ; see [DCK94b] for details.

The following property is essential to show that every time we perform a β-reduction on a
term M in the original system, any translation of M reduces to a translation of the term we have
obtained via

β
−→ from M . Take for example the reduction (λx : A.M)N

β
−→M [N/x]. We know

that ((λx : A.M)N)◦ = ∆k
A((λx : A.M◦)N◦) and we want to show that there is a non empty

reduction sequence leading to M [N/x]◦. Since ∆k
A((λx : A.M◦)N◦)

β
−→ ∆k

AM
◦[N◦/x], we have

now to check that the term (M [N/x])◦ can be reached. We state the property as follows:

Lemma 3.6 If Γ ⊢M : A, then ∀k ≥ 0, ∆k
AM

◦[N◦/x]❀∗
B (M [N/x])◦.

Proof. Exactly as in [DCK94b], as algebraic constants behave as free variables.

Lemma 3.7 Let M be an algebraic linear term such that θ(M) = N . Then, there is a substitution
ϕ such that ϕ(M) = N◦ and ∀x ∈ FV (M) we have ϕ(x) = θ(x)◦.

Proof. By induction on the structure of M .

• M ≡ x. Then we define ϕ(x) = θ(x)◦ = N◦.

• M ≡ f M1 . . .Mn. Then M is of base type and N ≡ f N1 . . . Nn, where θ(Mi) = Ni

for i = 1 . . . n. By i.h. there are substitutions ϕ1, . . . , ϕn verifying the hypothesis of the
lemma such that ϕi(Mi) = N◦

i for i = 1 . . . n. Let ϕ = ϕ1 ∪ . . . ∪ ϕn. Since M is linear
ϕ(f M1 . . .Mn) = f ϕ1(M1) . . . ϕn(M2) = f N◦

1 . . . N
◦
n = (f N1 . . . Nn)

◦ = N◦. As every x in
FV (M) is a variable in FV (Mi) for some 1 ≤ i ≤ n, then ϕ(x) is uniquely determined by
ϕi(x) (so ϕ(x) = ϕi(x)) and by i.h. ϕi(x) = θ(x)◦.

1Actually, this is really a family of translations, but this does not affect the proofs.



Lemma 3.8 Let M be an algebraic term, θ a substitution with FV (M) ⊆ Dom(θ) and ϕ the
substitution defined by ϕ(x) = θ(x)◦, for every x ∈ FV (M). Then ϕ(M) = θ(M)◦.

Proof. By induction on M .

Theorem 3.9 (Simulation for expansions) If Γ ⊢M : A and M❀N , then M◦
❀

+
BN

◦.

Proof. The proof proceeds by induction on the structure of M and then by case-analysis. We
consider here only the case M ≡ f P1 . . . Pn and we refer the reader to [DCK94b] for all the other
details.

First of all remark that f P1 . . . Pn is not reducible by η nor by δ because it is of base type.
Therefore, there are just two cases to consider:

• If N = f P1 . . . Ni . . . Pn, where Pi❀Ni, then

(f P1 . . . Pi . . . Pn)
◦ = f P ◦

1 . . . P ◦
i . . . P ◦

n ❀
+
B by i.h.

f P ◦
1 . . . N◦

i . . . P
◦
n = (f P1 . . . Ni . . . Pn)

◦ = N◦

• If N = θ(R), where (L,R) ∈ R and M = θ(L). By lemma 3.7 there is a substitution ϕ such
that ϕ(L) = M◦ and for every x ∈ FV (L) we have ϕ(x) = θ(x)◦. Since every x in FV (R) is

also in FV (L), then ϕ(R) = θ(R)◦ by lemma 3.8. Hence M◦ = ϕ(L)
R
−→ ϕ(R) = N◦.

Theorem 3.10 (Modularity of the strong normalization property) Let R be any strongly
normalizing left-linear algebraic rewriting system. Then R plus the simply typed lambda calculus
with pairing and expansion rules for η and δ is strongly normalizing.

Proof. We know by [HM90, BTG94] that the combination of a strongly normalizing left-linear
algebraic rewriting system with the lambda calculus with pairing yields a strongly normalizing
reduction. By proposition 3.1 and theorem 3.9, our reduction ❀ is strongly normalizing.

Corollary 3.11 The relation
E
=⇒ is strongly normalizing.

Proof. A trivial consequence of the previous theorem. Independent proofs can be found
in [Min77, Kes93].

Theorem 3.12 (Modularity of the confluence property) Let R be any confluent left-linear
algebraic rewriting system. Then R plus the simply typed lambda calculus with pairing and expansion
rules for η and δ is confluent.

Proof. We know by [BT88, HM90] that the combination of a confluent left-linear algebraic
rewriting system with the lambda calculus with pairing yields a confluent reduction. So, our
reduction relation ❀B is confluent. In view of proposition 3.2, using theorem 3.9 and lemma 3.5
this is enough to deduce that ❀ is also confluent.

4 Adding recursion

We focus now on adding fixpoint operators to a rewriting system S. We assume a new constant
fixA : (A→ A)→ A for each type A, with the reduction rule2

(fix) fixA
fix
−→ λf.f(fixA f)

We also assume that the fix constant does not occur in any rule of S. To simplify notations, we
will drop the type suffix in the rest of this section.

2We choose to work with this rule instead of the more common one fixA M
fix
−→ M(fixA M), because it is

computationally equivalent but allows to simplify the proofs a bit. This version is also used for example in [HM90].



4.1 The traditional approach

Let us recall here a proof technique essentially due to Lévy (see [Lév76]) that is used quite often
to prove that a specific confluent calculus stays confluent when combined with a fixpoint operator.
Usually, one considers an auxiliary reduction relation with bounded fixpoint operators fixn and the
more restrictive reduction rule3

(fix) fixn
fix
−→ λf.f(fixn−1 f) n > 0

Essentially, this puts a bound on the depth of any recursive call, so to preserve strong normalization
of the original reduction relation S. If it happens that local confluence also still holds, then by

Newman’s Lemma we have confluence of this auxiliary reduction relation
S∪fix
−→ . Then for the

specific system under consideration one has to show the following facts:

(Erasing) If M
S∪fix
−→ N , then |M |

S∪fix
−→ |N |, where |M | is obtained from M by removing all

the indices from the fix terms.

(Lifting) For any reduction sequence M0

S∪fix
−→M1

S∪fix
−→ . . .

S∪fix
−→Mn, there exists an indexed

computationN0

S∪fix
−→ N1

S∪fix
−→ . . .

S∪fix
−→ Nn such that |Ni| = Mi, for i = 0 . . . n (usually it suffices

to index all the fix constructors in M0 by a number k ≥ n).

Finally, using just the confluence property for
S∪fix
−→ , the confluence of the reduction relation

S∪fix
−→ can be derived using the following general proposition.

Proposition 4.1 If
S∪fix
−→ and

S∪fix
−→ satisfy the erasing and lifting properties, then confluence of

S∪fix
−→ implies confluence of

S∪fix
−→ .

Proof. Take any diagram M ′ ∗ S∪fix
←− M

S∪fix
−→∗M ′′. By lifting we get N ′ ∗ S∪fix

←− N
S∪fix
−→∗ N ′′

with M = |N |, M ′ = |N ′| and M ′′ = |N ′′|. Then by confluence of
S∪fix
−→ there exists a Q s.t.

N ′S∪fix
−→∗ Q ∗

S∪fix
←− N ′′ and finally by erasing we get that M ′S∪fix

−→∗ |Q| ∗
S∪fix
←− M ′′.

4.2 Our approach

Only two points of the traditional approach are really needed to prove confluence with unbounded
recursion :

1. The erasing and lifting properties

2. Bounded fixpoints preserve confluence of the original specific reduction system

Indeed, the strong normalization property of
fix
−→ is used only as a technical tool to prove

confluence of
fix
−→, and has no real interest: we show that bounded fixpoints preserve confluence

for any reduction relation, as soon as it includes the usual β-rule, and we do not need at all the
strong normalization property in the proof. For the sake of completeness, though, we will briefly
also show that strong normalization is preserved for any reduction relation including the β-rule.

Surprisingly enough, only the lifting property puts some constraint on the reduction system
under consideration. But let’s start with strong normalization.

3The corresponding bounded rule for the more common fixpoint rule is fixn M
fix
−→M(fixn−1 M) n > 0.



Instead of adapting an existing normalization proof to take into account the bounded fixpoint
reduction rule, as is usually done, it is better to look for a more modular approach.

If one starts with a system that includes the usual β-rule for the lambda calculus, such an
approach exists indeed, and is based on a very simple observation, already present for example
in [Dou93], where it is used for a specific calculus:

Remark 4.2 (Bounded recursion is just iteration) What n-bounded recursion does is just n-
fold iteration of a function over an argument fix0 f . Such a behavior can be quite easily simulated
in the simply typed lambda calculus by means of the terms λf.fn(yf) where y is a fresh variable.

This suggests a very simple and natural translation of the fixn constants into simply typed
λ-terms as follows4:

Definition 4.3 (Translation for fixpoints)

[[ fix0 ]] = y (y fresh)

[[ fixn ]] = λf.f(λh.([[ fixn−1 ]]h)f)

We extend [[ ]] to all the terms in the calculus by just taking the identity on all terms that are not
one of the fixn constants.

This translation has the property that

[[ fixn ]] = λf.f(λh.([[ fixn−1 ]]h)f)
β
−→ λf.f([[ fixn−1 ]]f)

so that every step of fixpoint reduction in the bounded recursion relation can be simulated by a β
step in the relation without recursion5.

Using this property, we can prove the following

Proposition 4.4 (Simulation for bounded fixpoints) Given any reduction system S that con-

tains β, if M
S∪fix
−→ N, then [[ M ]]

S
−→[[ N ]].

Proof. We have already shown that a fix step can be simulated by a β step. As for S-steps,
notice that this translation preserves equality, so all possible S-reductions on a term M are still
possible on [[ M ]], even the non linear ones.

By proposition 3.1, we can conclude that:

Theorem 4.5 (Bounded recursion preserves strong normalization) Let S be any reduction
system including the β rule for the simply typed lambda calculus. If S is strongly normalizing, then
so is S plus bounded recursion.

As we already remarked, this very simple and general result has no real interest because, as
we will show shortly, we can prove directly that confluence is a modular property with respect to
fixpoints. We considered anyway that it was worth presenting here in view of the fact that it does
not seem to be very well known: in many works normalization with bounded fixpoints is proven
again and again without noticing that it is a fairly general property [PV87, HM90, DCK93].

4This translation is different from the one suggested in [Dou93], and is crucial to be able to show the modularity
of the confluence property.

5Notice that we can reason in the same way if we directly take here a given fresh variable y for fix0.



The traditional approach to confluence with bounded fixpoints would require here to go through
any (usually old) already available proof of (local) confluence for the reduction relation without
fixpoints, and find the spots where to fit the slight modifications necessary to accommodate the
presence of fixn in the calculus. Once this is done, if the calculus with bounded fixpoints is strongly
normalizing (that is now a much easier task using the result above), one gets easily confluence using
Newman’s lemma.

But we can do much better: indeed, we do not need at all to assume that the calculus without
fixpoint is confluent and strongly normalizing, because we can show immediately that confluence
is a modular property with respect to bounded fixpoints.

Theorem 4.6 (Bounded recursion preserves confluence) Let L be any left-linear reduction
system including the β rule for the simply typed lambda calculus. If L is confluent, then so is L
plus bounded recursion.

Proof. We apply proposition 3.2 taking fix as R and L as S using our simple translation of the
fixn constants (definition 4.3). We already verified the simulation property. The normalization
of fix alone trivially comes from the simulation property of the translation applied to the simply
typed lambda calculus, that is strongly normalizing. Finally, with our reduction rules for bounded
fixpoints, in a fix normal form there are no occurrences of fixn constants with n > 0, and we can
take fix0 to be a fixed fresh variable y, so that the translation on these normal forms is just the
identity. We can then conclude that L plus bounded recursion is confluent.

When we turn to the unbounded fixpoint operator, though, we face a difficulty that limits these

results: for a general reduction relation
S
−→, the confluence (with or without normalization) of

S∪fix
−→

does not implies confluence for
S∪fix
−→ . The reason is that if there is some rule (like the contractive

version of surjective pairing) where some metavariable appears more than once, it is easy to build
counterexamples like the following one to the lifting property that is crucial for Lévy’s trick:

Example 4.7 Let P = λx.x, and consider the reduction sequence (λp.〈π1(p), π2(p)〉)fix P
β
−→

〈π1(fix P ), π2(fix P )〉
fix
−→ 〈π1(P (fix P )), π2(fix P )〉

β
−→ 〈π1(fix P ), π2(fix P )〉

SP
−→fix P .

Whatever index n we associate to the original fix operator, there is no way to simulate the
SP reduction step in the labeled calculus as required by proposition 4.1, because the occurrences
of fix in the first component of the pair 〈π1(fix P ), π2(fix P )〉 and the occurrences of fix in the
second component of the same pair will have labels differing by 1.

Indeed, we know from [Nes89] that Klop’s counterexample [Klo80] can be adapted to show that
the contractive version of surjective pairing is not confluent in the presence of a fixpoint operator.

Nevertheless, if the reduction system S is left-linear, then it is quite trivial to verify that
S∪fix
−→

can simulate
S∪fix
−→ , so we can conclude that

Theorem 4.8 (Recursion preserves confluence of left-linear systems) Let L be any left-
linear reduction system including the β rule for the simply typed lambda calculus. If L is confluent,
then so is L plus unbounded recursion.

This result can be extended to conditional rewriting systems as soon as we can guarantee that
our coding of fixpoint operators satisfies the simulation property. Of course, the expansion rules
for the extensional axioms for arrow and product types are interesting conditional rewrite rules to
consider, and our result still holds for left-linear systems extended with these expansion rules.



The proof technique still relies on a translation: let S be our given left-linear rewriting sys-
tem extended with the expansion rules for η and surjective pairing, and let R be the bounded
fixpoint reduction rule alone. We cannot proceed as we did in the absence of expansion rules,
because now the conditional nature of the expansions can prevent the translation of an expandable
term from being expandable: for example, fixn can be expanded to λg.fixng, but its translation
λf.f(λh.([[ fixn−1 ]]h)f) cannot be expanded to λg.(λf.f(λh.([[ fixn−1 ]]h)f))g as it is already a
λ-abstraction.

Fortunately, it is possible to modify slightly the original translation to avoid this pitfall:

Definition 4.9 (Expansion compatible translation)

≪fix0≫ = y (y fresh)

≪fixn≫ =







λf.f(λh.(≪fixn−1≫h)f) if fixn is applied

(λr.λx.(rx))λf.f(λh.(≪fixn−1≫h)f) if fixn is not applied

We extend the translation ≪≫ to all the terms in the calculus by just taking the identity on all
terms that are not one of the fixn constants.

For this translation, η expansions are no longer problematic: indeed, if fixn occurs not applied,
then it can undergo an η expansion to λx.(fixnx), but then

≪fixn≫ = (λr.λx.(rx))λf.f(λh.(≪fixn−1≫h)f)
β
−→λx.(λf.f(λh.(≪fixn−1≫h)f)x) =≪λx.(fixnx)≫

Notice that we do not need to modify the translation in order to accommodate surjective pairing
expansions, because the fixn constants have always functional types, so they can never undergo
SP expansions.

Anyway, we can be forced, with this definition, to give different translations to different occur-
rences of a same constant fixn, depending on the fact that they occur applied or not. This fact
has the negative consequences that:

• the translation no longer preserves equality, so it is wiser to restrict our attention to left
linear rewriting systems, that are the only system we are really interested in, in view of the
Theorem 4.11 for unbounded fixpoints;

• it is no longer trivial that if M
S∪fix
−→ N , then ≪M≫

S
−→≪N≫.

Indeed, in the presence of a rule of the form:

xy
extract
−→ x

the term fixnN would reduce to fixn, while on the translations we have

≪fixn N≫ ≡ (λf.f(λh.(≪fixn−1≫h)f))N
extract
−→ λf.f(λh.(≪fixn−1≫h)f)

but this last term does not reduce to ≪fixn≫ ≡ (λr.λx.(rx))λf.f(λh.(≪fixn−1≫h)f) as
would be required. What is happening here is that an applied subterm is extracted and put
into a non applied position. We will call extractive a rule capable of doing this.6

For this reason, we will focus only on non-extractive rules, in view of the following

6This can only be a higher-order rule, but we will stay more general by forbidding only extractive rules and not
all the higher order rules.



Proposition 4.10 (Simulation for fixpoints with expansions) Let S be any left-linear rewrit-
ing system containing β and the expansion rules, s.t. no rule is extractive.

If M
S∪fix
−→ N , then ≪M≫

S
−→≪N≫.

Proof. We first remark that β, η and SP expansions are non-extractive rules. This is evident
for η and SP, while for β it comes from the fact that substitution can put a non applied term into
applied position, but not vice-versa.

As for the simulation, we have already seen that there is no problem with η and SP expansions.
Also,we can still simulate fixn reductions (applied or not) using β:

≪fixn≫ =







λf.f(λh.(≪fixn−1≫h)f)
β
−→λf.f(≪fixn−1≫f) =≪λf.f(fixn−1f)≫

(λr.λx.(rx))λf.f(λh.(≪fixn−1≫h)f)
β
−→λf.f(≪fixn−1≫f) =≪λf.f(fixn−1f)≫

Finally, notice that a nonextractive rule cannot extract an applied subterm and put it in a non
applied position, but it can put a non-applied subterm in an applied position, like in the case of
the following β reduction:

(λx.xM)fix
β
−→fix M

This kind of situation is very easy to handle, because the translation of a non-applied fixn

constant reduces (via β) to the translation of an applied fixn constant, so we just need to perform
some additional β steps. On the example above:

≪(λx.xM)fix≫ ≡ (λx.xM)((λr.λx.(rx))λf.f(λh.(≪fixn−1≫h)f))
β
−→ ((λr.λx.(rx))λf.f(λh.(≪fixn−1≫h)f)) M
β
−→∗ (λf.f(λh.(≪fixn−1≫h)f)) M ≡ ≪fix M≫

Then, we can apply again proposition 3.2 and proposition 4.1 and conclude that

Theorem 4.11 (Modularity of confluence with fix and expansions) Let L be any left-linear
non-extractive rewriting system containing β and extended with expansion rules for η and surjective
pairing. If L is confluent, then so is L plus unbounded recursion.

5 Conclusions and future work

We have shown that extensional equalities can be easily incorporated in higher order programming
languages with algebraic data-types: the problems encountered in previous work to accomplish this
goal where not due to extensional equalities themselves, but to the wrong choice of orientation of
the associated rewrite rules. The well known modularity results for confluence and normalization
extend naturally once we choose expansion rules instead of the traditional contractive ones, thus
providing a fully satisfactory solution to this long standing problem. In particular, this proves a
simple way of deciding extensional equality that does not rely on ad-hoc normalization strategies
as is done in previous works. We believe that this new approach can be successful also in the
framework of polymorphic calculi, where the contractive interpretation of extensional equalities
poses similar problems.



We have also shown how to deal in full generality with fixpoint combinators: confluence is
preserved under very permissive hypotheses, so that for many interesting calculi it is now possible
to focus on the recursion-free fragment.

Based on an earlier presentation of these results which appeared in [DCK94a], Oostrom showed
that the same results can be obtained using a different proof technique that makes use of develop-
ments ??.

These observations have another nice consequence: it is a long time that many people (including
the authors) was looking for a confluent rewriting system for the lambda calculus with extensional
(categorical) sums. We know that categorical sums are incompatible with arbitrary fixpoints on
terms, so the goal was set to find such a system without general recursion, but with weaker notions,
like integer iteration or no recursion at all. The last theorem above narrows sharply the region of
this quest: it tells us that any confluent (and consistent) left-linear rewriting system with just β
and extensional sums would yield a confluent (and consistent) rewriting system with unbounded
recursion, which we know is impossible. So, if any confluent reduction system ever exists for
extensional sums, it cannot be left-linear.

This fact is stated in a weaker form in [Dou93]: there it is noticed that an equivalent of the-
orem 4.5 used in conjunction with Lévy’s trick rules out any left-linear confluent and strongly
normalizing rewriting system (but this simple observation does not hold in the presence of condi-
tional rules). Our more general technique can be used to rule out even the conditional rule (!+)
suggested in [Dou93].
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